
Artificial intelligence (AI) has swiftly transitioned 

Abstract 
Artificial intelligence (AI) has swiftly transitioned from a concept of science fiction to a cornerstone of modern 
technology, permeating various aspects of daily life, from virtual assistants and autonomous vehicles to sophis
ticated decision-making systems in healthcare and finance. The integration of AI into these areas has led to sig
nificant advancements, promising increased efficiency, accuracy, and personalized experiences [1]. However, as 
AI continues to evolve and take on more roles traditionally performed by humans, it has raised critical questions 
about its potential impact on human intelligence. 

Human intelligence encompasses a range of cognitive abilities, including language, memory, problem-solving, 
creativity, and decision-making [2]. Historically, these abilities have been developed and honed through engage
ment with complex tasks and challenges. The advent of AI, especially large language models (LLMs), introduces 
a new dynamic, where many of these tasks are increasingly automated. This shift prompts a crucial inquiry: does 
the convenience and capability of AI come at the cost of diminishing our own cognitive faculties? 

Introduction 
One significant concern is the phenomenon of "cognitive 
offloading," where individuals rely on external tools to perform 
cognitive tasks that they would otherwise handle themselves 
[3]. While cognitive offloading can free up mental resources for 
other activities, it also raises the possibility that over-reliance 
on AI could lead to a decline in essential cognitive skills, such 
as memory retention, critical thinking, and problem-solving 
abilities. A group of the authors [4] discussed this in the context 
of the "Google effect," where easy access to online information 
reduces individuals' likelihood of retaining that information. As 
AI systems become more integrated into educational environ
ments, workplaces, and even our personal lives, understanding 
this potential trade-off becomes increasingly important. 

Additionally, there is growing evidence to suggest that AI 
might contribute to skill degradation in both everyday tasks 
and specialized professional roles [5]. As AI takes over routine 
operations, individuals may become less adept at performing 
these tasks manually. This is particularly concerning in fields 
where manual dexterity, spatial awareness, and creative prob
lem-solving are essential. For example, habitual use of GPS 
technology can negatively impact spatial memory, suggesting 
that reliance on AI for navigation could erode natural naviga
tional skills over time [6]. The potential erosion of these skills 

could have far-reaching implications, not only for individual 
capabilities but also for societal resilience in the face of tech
nological failures or limitations. 

Another dimension of this debate involves the impact of AI 
on decision-making processes. AI systems, with their ability 
to analyze vast datasets and provide recommendations, are 
increasingly used in decision-making roles across various sec
tors [7]. While these systems can enhance the accuracy and effi
ciency of decisions, there is a risk that individuals may become 
overly reliant on AI-generated advice, leading to a decline in 
their own decision-making abilities. Further, individuals tend 
to prefer AI-generated advice over human advice, even in con
texts where human judgment might be more contextually aware 
[8]. This raises concerns about the erosion of human agency, 
where individuals defer to AI without critically evaluating its 
recommendations. 

Despite these concerns, it is essential to acknowledge the 
potential of AI to augment human intelligence. AI can comple
ment human cognitive processes, providing tools and insights 
that enhance our ability to solve complex problems, learn new 
skills, and innovate [9]. The challenge lies in striking a balance 
between leveraging AI's capabilities and preserving the cogni
tive faculties that are central to human intelligence. 
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This narrative review aims to explore the multifaceted rela
tionship between AI and human intelligence, focusing on the 
potential for AI to limit or enhance cognitive abilities. By 
synthesizing existing literature on cognitive offloading, skill 
degradation, decision-making, and the broader implications for 
human agency, this review seeks to provide a comprehensive 
understanding of the impact of AI on human cognition. To 
identify relevant literature, a non-systematic search was con
ducted using databases such as PubMed, PsycINFO, Scopus, 
and Google Scholar, employing keywords including “cognitive 
offloading,” “skill degradation,” “AI and decision-making,” 
“human agency,” and “artificial intelligence and cognition.” 
Additional references were gathered through manual screening 
of citations from key articles and recent reviews. It also consid
ers how AI might be designed and implemented in ways that 
support, rather than undermine, our intellectual development. 

Cognitive Offloading and Memory 
The concept of cognitive offloading has gained significant 
attention in recent years, particularly in the context of AI. Cog
nitive offloading occurs when individuals use external devices 
or systems to store information or perform tasks, thereby reduc
ing the cognitive load on their own memory and other cognitive 
functions. Sparrow, Liu, and Wegner first articulated this phe
nomenon in 2011, noting that the ease of accessing information 
online leads to poor working memory, and diminished memory 
retention [4] , a finding that has been supported by other 
researchers as well [18,19,20]. This effect is amplified by AI 
systems, which not only store information but also process it, 
making human intervention less and less necessary. However, 
studies suggest that increasing the cost of offloading informa
tion leads to a reduction in offloading behaviour, which in turn 
enhances memory performance [18]. 

An article titled ‘The Shallows: What the Internet Is Doing to 
Our Brains’ argues that the internet, and by extension AI, is 
reshaping our neural circuits, leading to a superficial under
standing of information and a decline in deep thinking and 
memory retention [10]. This work aligns with the broader the
ory of neuroplasticity, which posits that the brain adapts to the 
demands placed on it. As AI takes over more cognitive tasks, 
there is a risk that our brains will become less capable of per
forming these tasks independently, leading to a decline in cog
nitive abilities such as memory and critical thinking(Bai et al., 
2023; Zhai et al., 2024). 

The implications of cognitive offloading are profound, par
ticularly in educational contexts. A study [11] found that stu
dents who relied heavily on search engines to complete acade
mic tasks were less likely to retain the information they found. 
This suggests that AI-driven educational tools, while benefi

cial in many respects, could potentially hinder the development 
of deep, long-term memory in students. This raises important 
questions about the design of educational technologies and the 
need to balance the convenience of AI with the necessity of 
cognitive engagement. 

Skill Degradation 
Skill degradation is another significant concern associated with 
the widespread use of AI. Automation and AI-driven systems 
like LLMs are increasingly performing tasks that were once the 
domain of human expertise. While this can lead to increased 
efficiency, it also poses the risk of eroding the skills necessary 
to perform these tasks manually. Parasuraman and Manzey [5] 

highlighted this issue in their research on automation, noting 
that as humans become more reliant on automated systems, 
their ability to perform these tasks without assistance dimin
ishes. 

This concern is particularly relevant in high-stakes professions. 
For instance, the aviation industry has seen an increasing 
reliance on autopilot systems, leading to concerns about pilots' 
manual flying skills. A study [12] found that pilots who fre
quently used automation were less proficient in manual flight 
operations. This has led to calls for more balanced training pro
grams that ensure pilots maintain their manual skills even as 
they rely on automation. 

Similarly, the medical field is experiencing a shift toward AI-
driven diagnostics and treatment planning. While these tech
nologies can improve accuracy and efficiency, there is concern 
that over-reliance on AI could lead to a decline in doctors' diag
nostic skills. A study [13] on Deep Medicine argues that while 
AI can enhance medical practice, it is crucial to ensure that doc
tors continue to develop and maintain their diagnostic and clin
ical skills. This balance is essential to prevent skill degradation 
in a field where human judgment is often irreplaceable. 

The implications of skill degradation extend beyond profes
sional domains, significantly affecting everyday skills such as 
navigation. Research consistently demonstrates that habitual 
reliance on GPS technology negatively impacts spatial memory 
and cognitive mapping abilities (Dahmani & Bohbot, 2020; 
Hejtmánek et al., 2018). Regular GPS users often show poorer 
performance in self-guided navigation tasks and experience 
declines in hippocampal-dependent spatial memory over time 
(Dahmani & Bohbot, 2020). Eye-tracking studies further indi
cate that increased attention to GPS interfaces corresponds to 
less accurate spatial knowledge and longer, less efficient travel 
paths when navigation assistance is absent (Hejtmánek et al., 
2018). Conversely, navigation instructions that integrate per
sonally relevant landmarks or contextual information can facil
itate incidental spatial learning and significantly improve spa
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tial memory retention (Gramann et al., 2017). Additionally, 
employing alternative GPS navigation methods, such as audi
tory-based 3D spatial audio systems, actively engages users in 
spatial navigation tasks and fosters the development of more 
accurate cognitive maps compared to conventional turn-by-turn 
visual instructions (Clemenson et al., 2021). Collectively, these 
findings underscore the importance of thoughtfully designed 
navigation technologies that not only assist users but also 
actively support and enhance spatial cognitive skills [old 6] 

AI's role in decision-making processes is another area of con
cern. As AI systems become more sophisticated, they are 
increasingly being used to make decisions in various domains, 
from finance to healthcare. While AI has the potential to 
improve decision-making accuracy, there is growing evidence 
that reliance on AI can lead to "automation complacency," 
where individuals become overly dependent on AI systems and 
fail to engage in critical evaluation of AI-generated decisions. 

A study found that individuals tend to prefer AI-generated 
advice over human advice, even in situations where human 
judgment might be more appropriate [8]. This reliance on AI 
can lead to a form of cognitive miser, where individuals defer 
to AI systems without fully engaging in the decision-making 
process themselves. This phenomenon has been observed in 
various contexts, including finance, where traders increasingly 
rely on algorithmic trading systems (Packin, 2019), and health
care, where doctors may rely on AI for diagnostic deci
sions(Jussupow et al., 2021; Panch et al., 2019). 

Another study further explored this issue, finding that people 
tend to switch from human to algorithmic judgment after 
observing minor errors in human decision-making [14]. This 
shift in trust from human to AI judgment raises concerns about 
the erosion of human agency. As individuals become more 
reliant on AI systems, there is a risk that they may lose con
fidence in their own decision-making abilities, leading to a 
decline in critical thinking and problem-solving skills. 

This erosion of human agency is particularly concerning in 
contexts where ethical considerations are paramount. As AI 
systems increasingly assume decision-making roles, there is 
a risk that human moral and ethical judgments may become 

marginalized [15]. For example, algorithmic decision-making 
in healthcare can obscure accountability, foster defensive med
icine practices, and risk undermining patient autonomy by 
implicitly enforcing algorithm-driven values and treatment pri
orities(Grote & Berens, 2020). Consequently, important deci
sions may be made without adequate consideration of their 
ethical implications, raising significant concerns about trans
parency, fairness, and the role overall role of AI within society. 

Moreover, the risks of "automation bias," where individuals are 
more likely to trust and follow decisions made by automated 
systems, even when they are flawed. This bias can lead to seri
ous consequences, particularly in safety-critical environments 
such as aviation and healthcare. To mitigate these risks, it is 
essential to design AI systems that encourage human partici
pation and critical evaluation rather than passive acceptance of 
AI-generated decisions [16]. 

Artificial Intelligence as a Cognitive 
Augmenter 
While the concerns about AI's impact on human intelligence 
are valid, it is also important to recognize the potential for 
AI to enhance human cognitive abilities. AI can complement 
human cognition, particularly in areas where it provides tools 
and insights that enhance rather than replace human decision-
making. 

In education, AI-driven platforms have shown promise in per
sonalizing learning experiences to cater to individual needs, 
thereby enhancing cognitive development. These platforms can 
adapt to the learning pace and style of individual students, pro
viding targeted feedback that can improve learning outcomes. 
However, the challenge lies in ensuring that these platforms 
do not encourage cognitive miser or reliance, but rather foster 
active engagement and critical thinking. 

In healthcare, AI has the potential to revolutionize diagnostics 
and treatment planning. AI systems can process vast amounts 
of data to identify patterns that may not be immediately appar
ent to human practitioners, thereby improving diagnostic accu
racy and enabling more personalized treatment plans [13]. How
ever, the integration of AI in healthcare must be carefully man
aged to ensure that doctors continue to develop and maintain 
their clinical skills, and that AI is used as a tool to augment 
rather than replace human judgment. 

AI also holds promise in enhancing human creativity and inno
vation. It is argued that AI can take over routine tasks, freeing 
up cognitive resources for more innovative and strategic think
ing. For instance, in the creative industries, AI tools are being 
used to assist in tasks such as content generation, design, and 
music composition. While these tools can enhance productiv
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ity, it is crucial to ensure that they do not stifle human creativity 
by taking over the creative process entirely [9]. 

The interaction between Artificial Intelligence (AI) and human 
intelligence presents both remarkable opportunities and sub
stantial challnges, emboding a complex relationship with 
potential to either enhance or undermine cognitive abilities. 
AI has notibaly advanced several fields by enabling sophisti
cated problem-solving, automating routine tasks, and provid
ing highly personalized learning environments. For instance, 
AI-driven analysis of large datasets surpasses human capabil
ity, revealing hidden patterns and supporting decision-making 
processes across industries like healthcare, finance, and educa
tion. Additionally, AI-driven cognitive retraining methods have 
demonstrated significant promise in facilitating the recovery of 
cognitive functions in patients with acquired brain injuries.[17]. 

However, these advancements are accompanied by significant 
cognitive risks, notably the reduction in essential cognitive 
skills due to increased reliance on AI. Cognitive offloading, 
characterized by individuals delegating cognitive responsibili
ties such as memory and problem-solving to AI systems, pre
sents a major concern. While offloading provides efficiency, it 
risks cognitive atrophy in abilities such as spatial navigation, 
memory retention, and critical thinking, potentially diminish
ing human independence in these domains. 

Similarly, Skill degradation emerges as a prominent risk associ
ated with extensive AI integration. Overreliance on AI systems 
for routine and complex tasks can weaken human expertise 
and diminish essential cognitive and professional competen
cies. This phenomenon particularly affects soft skills, including 
empathy and moral reasoning, which are critical in fields like 
healthcare, education, and leadership. Additionally, automated 
decision-making processes can inadvertently promote passive 
engagement, where individuals rely excessively on AI-gener
ated decisions, thus limiting their own critical evaluation capa
bilities. 

Addressing these challenges requires strategic and proactive 
interventions. AI systems should be deliberately designed to 
encourage active human engagement, promoting cognitive 
stimulation rather than mere convenience. Educational environ

ments, for example, could integrate AI tools in ways that fos
ter active, collaborative problem-solving, rather than passive 
information retrieval. Transparency and interpretability of AI 
systems must also be prioritized, allowing users to critically 
assess and understand AI-driven decisions, thereby preserving 
and even strengthening human judgment. 

Moreover, educational and professional development should 
emphasize cultivating uniquely human cognitive skills such as 
creativity, emotional intelligence, ethical reasoning, and com
plex problem-solving. These human-centric skills will comple
ment AI’s capabilities and ensure continued human relevance 
and indispensability in roles demanding nuanced, empathetic, 
and innovative thinking. 

Finally, robust ethical frameworks and policies are necessary to 
guide the responsible integration and equitable use of AI tech
nologies. Policymakers and technology developers should col
laborate to establish clear guidelines that protect privacy, pro
mote fairness, and ensure that AI enhances rather than dimin
ishes human cognitive faculties. Through such balanced and 
proactive measures, society can leverage AI’s full potential 
while safeguarding human intelligence and agency. 

Conclusion 
Artificial intelligence has the potential to both limit and 
enhance human intelligence. The key to maximizing AI's ben
efits while minimizing its drawbacks lies in striking a balance 
between leveraging AI's capabilities and preserving the cogni
tive faculties that are central to human intelligence. As we con
tinue to integrate AI into our lives, it is essential to develop 
strategies that promote a synergistic relationship between 
humans and AI, ensuring that technology serves as a tool for 
cognitive enhancement rather than a crutch that leads to intel
lectual decline. 

However research is needed to explore the long-term impacts 
of AI on human cognition and to develop strategies that pro
mote a balanced and constructive relationship between AI and 
human intelligence. By fostering an environment where AI 
is used to complement rather than replace human cognitive 
processes, we can ensure that AI serves to enhance, rather than 
diminish, our intellectual capacities. 
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